Generating Tree Inputs for Testing using Evolutionary Computation Techniques
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Abstract—Software Testing usually considers programs with parameters ranging over simple types. However, there are many programs using structured types. The main problem to test these programs is that it is not easy to select a relatively small test suite that can find most of the faults in these programs. In this paper we present a framework to generate test suites for unit testing of methods which have trees as parameters. We combine classical mutation testing with Evolutionary Computation techniques to evolve a population of trees. The final goal is to obtain a set of trees, representing good test cases, that will be used as the test suite to test the corresponding method.

Index Terms—Software Testing, Evolutionary Computation, Mutation Testing

I. INTRODUCTION

Software testing [1] is the main validation technique to assess the reliability of complex software systems. In particular, testing is used to validate single methods using unit testing techniques. Essentially, testing consists in selecting values for the parameters of the method that we are testing, call this method with these values, observe the returned values, and evaluate whether the returned values correspond to the expected ones. This simple description hides many issues that strongly complicate testing. First, we usually do not have an automatic procedure to check that the produced values are as expected (this is the well-known oracle problem [3], [32]). Second, and this is the topic of this paper, selecting values is not trivial because, in principle, not all the values have the same power to find faults. This task is much more difficult if we have to generate test cases for parameters ranging over structured types (e.g. tree-like structures as the ones considered in this paper). The main goal of this paper is to present a novel approach to generate test cases for unit testing of methods with structured type parameters, in particular, tree-like types. Note that lineal structures (such as queues and stacks) are a particular case of tree-like structures. Also note that there are better approaches for unit testing of methods with elementary type parameters.

In order to evaluate the usefulness of our approach, we use a mutation testing [8], [20], [26], [37] approach. We introduce small variations in the original program under test, called mutants, and apply a test suite to kill them. That is, observe results in the mutants different to the ones in the original program. The assumption is that a set of tests killing all mutants (or at least most, after removing equivalent mutants [28]) will be able to find most of the faults in the program under test. We will use mutation testing to compute the fitness function of our algorithm: the higher the number of killed mutants, the higher the fitness value will be.

Heuristic search algorithms are techniques commonly used in Mathematics and Computer Science either to optimise a function or to find the best possible solution for a given problem. These techniques, also referred to as metaheuristics, can be roughly divided into three categories: global search techniques such as simulated annealing [29], where only one solution is considered at each step; evolutive techniques such as genetic algorithms [14], which handle a population of candidate solutions at each step; and constructive techniques such as Ant Colony Optimisation [13], which start with an empty solution and progressively build upon it until achieving a solution for the problem.

In this paper we have used an Evolutionary Computation technique to generate test suites. We have chosen this particular family of techniques because it is well suited for parallel searching and it also combines the knowledge obtained by each member of the population of candidate solutions. Furthermore, by starting with a random set of candidate solutions, the algorithm can quickly obtain a candidate solution that suits our goal. More specifically, we have implemented a variation of a typical Evolutionary approach: the Particle Swarm Optimisation (PSO) algorithm [27]. This variation is the Tree Swarm Optimisation (TSO) algorithm [16]. The main advantage of this model is that it allows us to work with trees as the particles of the search space. Evolutionary algorithms like the one used in this paper are particularly useful to develop complex solutions in a more efficient way. Traditionally, a test suite is generated by a domain expert, which means that this task is complex and might take away a big percentage of a project’s budget. To work around this issue, a heuristic search using evolutionary algorithms represents a powerful strategy that can cut in both time and costs. Finally, we would like to mention that the use of metaheuristics in testing is not new [2], [4], [9], [10], [19], [24]. In particular, there is some work on the application of the swarm idea to testing [17], [40]. The novelty of our approach resides in the fact that we are able to
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produce test suites for methods having tree-like structures as parameters, that are good test suites to detect faults.

The rest of the paper is organised as follows. In Section II we present some theoretical concepts that we will use along our paper. In Section III we introduce our testing framework. In Section IV we present our experiments and discuss the results. In Section V we review some of the possible threats to the validity of our results. Finally, in Section VI we give the conclusions and outline some directions for future work.

II. PRELIMINARIES

In this section we briefly introduce the concepts that will be used along the work. First, we will define the concepts of (directed) graph and tree.

Definition 1: A directed graph is a pair \((V, E)\) where \(V\) is a set of vertices (or nodes) and \(E \subseteq V \times V\) is a set of edges (or arcs). We say that a graph \(G = (V, E)\) is acyclic if it does not have cycles, that is, there does not exist a non-empty sequence of edges \((v_0, v_1), (v_1, v_2), \ldots, (v_n, v_{n+1}) \in E\) such that \(v_0 = v_{n+1}\). Let \(v, v' \in V\) be vertices. We say that \(v'\) is reachable from \(v\) if there exists a non-empty sequence of transitions \((v, v_1), (v_1, v_2), \ldots, (v_n, v') \in E\).

A tree is a pair \((G, r)\) where \(r \in V\) is the root node and \(G = (V, E)\) is a directed acyclic graph such that for all nodes \(v \in V \setminus \{r\}\) we have that \(v\) is reachable from \(r\).

A connected component of a graph \((V, E)\) is a graph \(G_c = (V_c, E_c)\), with \(V_c \subseteq V\) and \(E_c \subseteq E\), such that the following two conditions hold:

- There exists \(v \in V_c\) such that for all \(v' \in V_c \setminus \{v\}\), we have that \(v'\) is reachable from \(v\). If the graph is acyclic then we may consider that \(v\) is the root of the induced tree.
- For all \(v' \notin V_c\) we have that there does not exist \(v'' \in V_c\) such that either \(v'\) is reachable from \(v''\) or \(v''\) is reachable from \(v'\).

In order to simplify the framework, in this paper we consider the testing of methods that receive a single tree as an input. Note that additional parameters over simple types would be treated using standard software testing techniques. In addition, having several tree-like parameters would be the result of jointly applying the framework presented in this paper to all the parameters. In fact, our restriction does not represent a strong constraint from the theoretical point of view and can be easily overcome in its practical applications. Therefore, we need to generate test cases that consist of a single tree as input. In order to have more than one test, we need to produce test suites, which are a collection of tests. For this task, we recall the concept of forest.

Definition 2: A forest is an undirected graph \(F = (V, E)\) where each connected component is a tree.

We will identify trees with test cases and forests with test suites. It is important to remark that some data structures (as lists, queues and stacks) can be seen as a special case of trees. Therefore, we will talk about trees in a mathematical way, as defined before, although the implementations can differ for each case.

In order to construct a test suite where each of the test cases corresponds to a tree that will be used as a parameter to call the method, we will use an Evolutionary model: a tree generation heuristic based on the Particle Swarm Optimisation (PSO) algorithm, the Tree Swarm Optimisation (TSO) algorithm [16]. Similarly to an evolutionary computation algorithm, we evolve a set of individuals to traverse the search space looking for an optimal solution. For each individual, we keep its best version from all the configurations visited along the evolution process, which in the first iteration will be itself. This information is usually referred to as the memory of each individual or particle. In order to perform the evolution process, we will also take into account the best out of the memories of the particles, which is the best individual seen by the population. These components represent the communication between particles in the population.

In a classical PSO algorithm, we start with an initial population of individuals, each one represented by a vector, and we obtain their fitness values. Then, the evolution loop consists in updating each individual by adding a vector called velocity. The velocity is defined as the following vector:

\[ v_t = v_{t-1} + \alpha \cdot \psi \cdot \text{best}_p + \beta \cdot \phi \cdot \text{best} \]

where \(\text{best}_p\) is the difference between the individual and the best version of it found along the algorithm; \(\text{best}\) is the difference between the individual and the best individual found along the algorithm, \(\alpha\) and \(\beta\) are the user-specified parameters for each memory, and \(\psi\) and \(\phi\) are randomisation parameters. The update process is then performed by adding up the velocity vector and the vector representing the particle.

However, we are working with structured types, in particular tree-like types, and we have to adapt the original PSO algorithm (that was developed to work with vectors of numbers) to work with trees (or in our case, trees that represent forests, as we will see later). In order to do so, first, we replace the individuals by trees. Second, the update function, instead of being a simple sum of values, will consist of two consecutive crossovers for each individual of the population:

- a crossover between the best observed individual and the best version of it found along the algorithm;
- another crossover between the result of the previous crossover and the current version of the individual.

Essentially, each crossover takes the part of the trees where they match and perform a random update of their different parts. As discussed in [16], the crossover can be performed in multiple ways, specially, using the crossover operators already used in Genetic Programming. However, the only crossover operator, already proposed, that keeps the inspiration of the original PSO algorithm, is the one we defined before.

In Figure 1 we show a graphical representation of a crossover. Consider the two trees in the upper part. The green nodes denote the same information in both trees. When we perform the crossover, we keep the green nodes but the rest of the tree is replaced by a random tree.

There is an implementation detail that we would like to mention. In this paper, we are focusing on the generation of
Our framework consists of two steps: a mutant generation step and a test suite generation step. A graphical representation of our framework can be found in Figure 2.

In order to perform the mutant generation step, we follow the usual approach in mutation testing in a white-box setting: we pass our method/program to a mutant generation tool and we produce a population of mutants. Therefore, the result of this step will be a set of mutants of the method that will be used in the next step to obtain the value of the fitness function.

In the test suite generation step we will use a tree generation heuristic (in our case, an evolutionary computation technique) to generate test suites conformed by trees. We work with trees as population members (representing test cases) and our optimisation object is a forest (representing a test suite). However, existing techniques consider trees as first-class citizens and, therefore, we need to encode forests as trees. Each test suite will be represented as a tree, where the root’s children will be the roots of the trees that will be used as inputs for the program. With this codification, we represent a forest in a connected way so individuals now represent a set of trees rather than just one tree. A graphical representation of this structure is given in Figure 3.

The tree generation heuristic will use as fitness function the amount of mutants killed by each test suite (or the percentage of killed mutants with respect to the total number of mutants) and will iterate in order to improve the test suite. This fitness function will be used by the heuristic algorithm both to select the best test suite and to measure how effective each of the test suites is. It is important to note that we will not be able to keep test suites that kill fewer mutants but that are the only ones that kill those mutants, because we do not have this information at execution time.

In order to know if a mutant is killed, we will confront the result obtained by the mutant with the one obtained by the original method: if they differ then the mutant is killed. Note that we are considering strong mutation because we only check the final result. Even though we are mainly interested in a white-box testing framework, where we have access to the code of the method that we are validating, the idea is that we define a generic, as much as possible, framework that can be used both in white-box and black-box testing. If we consider a weak mutation approach, then we need to check the intermediate states but they are usually not available if we consider a black-box testing framework.

III. TESTING FRAMEWORK

In this section we present our testing framework. Its main goal is to generate good test suites for a given program/method that receives trees as inputs. As we have already explained, we decided to rely on evolutionary computation techniques to compute these test suites. In order to have a good fitness function for our evolutionary computation approach, we use mutation testing as the main tool to evaluate the fitness of the population that we are evolving.

Below, we briefly describe the main components of our framework:

- An implementation. This is the system/unit that we are testing (e.g. a method).
- A mutation tool. We need a tool to produce mutants.
- A tree generation heuristic. We need an algorithm to generate and evolve trees with the goal of improving a given fitness function. In our case, it is the TSO algorithm.

Our framework consists of two steps: a mutant generation step and a test suite generation step. A graphical representation of our framework can be found in Figure 2.
Our implementation of cross-validation works as follows. We initially split the elements generated by the mutant generation step into 10 sets. These 10 sets will conform two sets: a training set, including 9 of these sets, and a test set, including the remaining set. As usual, the purpose of the training set is to generate a good solution (in this case, a good test suite) and the purpose of the test set is to test how good the solution is when working on new elements. We repeat this process 10 times, considering all the possible combinations. In the first iteration we chose the first set of mutants as test set while the sets 2, 3, ..., 10 conform the training set. In the next iteration we use the second set of mutants as the test set and the set of mutants 1, 3, ..., 10 as a training set. The last iteration considers that the tenth set of mutants is the test set while the first 9 set of mutants conform the training set. We combine all the obtained results to compute an average value of the performance of the process for all test sets. This process is depicted in Figure 5.

In our experiments, we test three small but not trivial Java methods: given a tree, they produce a list of pairs where, for each node of the tree, a pair is added to the list with two values: the depth in the tree of the node and the order, from left to right, of the node between its depth. Then, with this list, we sort it using the order of the nodes. Once the list is sorted, we compute, for each order, the mean of the depths, that is, we sum the values of the depths and divide them by the number of elements. Finally, we sum the means of all the orders, obtaining a real number. Then, with this number, each method performs differently:

- **Real method**: it returns the obtained number, that is, its result is a real number.
- **Integer method**: it returns the truncation of the obtained number, that is, its result is an integer number.
- **Boolean method**: it returns true if the truncation of the obtained number is even, and false otherwise. Then, its result is a boolean value.

A pseudo-code of the methods algorithm is displayed in Algorithm 1.

We tried these three methods using common operations but different return type in order to test how well our algorithm performs in different difficulty scenarios. With the real method it will be easier to detect a mutation, because the possible output values are a huge range of values, while with the boolean method will be harder to detect a mutation because the
possible values are 2, and therefore the possibility that, when tested with the same tree, both the mutated and the original method return the same result is higher.

Formally, the main differences between the output spaces of the three methods are:

- **Real method:** the output space is an infinite non-countable set, and therefore, its cardinality is $|\mathbb{R}| = \aleph_1$.
- **Integer method:** the output space is an infinite countable set, and therefore, its cardinality is $|\mathbb{Z}| = \aleph_0$.
- **Boolean method:** the output space is a finite countable set, and its cardinality is $|\mathbb{B}| = 2$.

These differences show that the sensibility to mutations of each method is different. In fact, it is proportional to the cardinality of their output spaces: output spaces with high cardinality will yield high sensibility to mutations and vice versa. Thus, methods with lower cardinality will have more cases of Failed Error Propagation when mutated and, therefore, it will be harder to detect those mutations [25]. This leads to fewer inputs that reveal the fault introduced by the mutation, hindering the selection of good test suites. As a conclusion, output spaces with low cardinality will suppose a higher challenge for our experiments, as we will see later on.

We have implemented our methods in Java and, therefore, we have to use a mutant generation tool for Java code. Although there are several academic and industrial tools to generate mutants from Java code, we have decided to stick with the classical system: MuJava [33]. We have done so because it is the latest updated tool that gives the source code of the generated mutants, which are the two requisites we need for our experiments. We explored other alternatives, specifically, recently updated alternatives, but the only tool we found was Pitest [7]. The problem with Pitest was that, although it produces more mutants, it is impossible to get the source code of those mutants. Instead, Pitest gives you an HTML file with the mutations performed, which is not enough to reproduce them. Therefore, we revert to MuJava due to its capacity to give the source and binary code of the mutants. Other alternatives where discontinued before MuJava was, therefore we assumed that they will be worse due to not having the most recent mutation operators implemented.

We used the tool to generate 575 mutants of the real and integer methods, and 593 mutants of the boolean method. We split those mutants into 10 sets of 57 – 58 mutants (59 – 60 for the boolean method). With these sets, we build the two comparison sets through cross-validation, obtaining training sets of 517 – 518 mutants (533 – 534 for the boolean method) and test sets of 58 – 57 mutants (60 – 59 for the boolean method).

---

**Fig. 4. Schema of the experiments flow**

**Fig. 5. Schema of the cross validation**
In order to analyse the effectiveness of our test suites, we checked for equivalent mutants using the Trivial Compiler Equivalence. We used the Trivial Equivalent mutant detector (TeD) from [28], as it is optimised for MuJava mutants. However, we detected no equivalent mutants. We also checked for duplicated mutants, and we detected 40 for the real and integer methods, and 44 for the boolean method. However, we checked that those duplicated mutants corresponded to different potential errors of a programmer, and therefore we decided to keep them in order to measure how many potential errors each test suite can find.

For the test suite generation step, as we have explained before, we used as tree generation heuristic a version of the PSO algorithm adapted to consider that particles are trees. We used as fitness function of our algorithm the number of mutants killed by each test suite and the algorithm evolves them towards the test suite that kills more mutants.

In order to test how good our generated test suite is, we take the test set and check how many mutants our best test suite kills, comparing the results with how many mutants a randomly generated test suite kills. It is worth mentioning that many studies claim that random selection is not much worse than intelligent approaches [6, 34, 38]. Therefore, an indicative of the usefulness of our proposal is to show that we are able to consistently outperform it. In order to have a greater challenge, and give a certain initial advantage to the
random approach, we set that the elements of the randomly generated test suite will have the maximum number of possible nodes (in our case, this is a total of 10 nodes).

We executed our experiments 50 times and we obtained the results displayed in Table I. On average, 81.62774788% of the mutants were killed by the test suite obtained by our framework while a randomly generated test suite killed 79.078460298% of the mutants. We think that this difference shows experimental evidence to claim that our framework is performing better than a randomly generated test suite that has the advantage of having at least the same size than the test suite that we build.

Analysing the results by method, we can see how the differences in the output cardinality lead to different results:

- **Real method:** p-value of 87.35652173913043% of the mutants were killed by the test suite obtained using our framework, while a randomly generated test suite killed only 84.87304347826087% of the mutants.
- **Integer method:** p-value of 85.07478260869563% of the mutants were killed by the test suite obtained using our framework, while a randomly generated test suite killed only 83.71478260869567% of the mutants.
- **Boolean method:** p-value of 72.45193929173693% of the mutants were killed by the test suite obtained using our framework, while a randomly generated test suite killed only 68.6475548067081% of the mutants.

The consistent differences between the means of killed mutants for the different methods (specially between the real and integer methods, which have exactly the same mutants) are an empirical evidence of how the cardinality of the outputs influences the sensitivity of the method to mutations, and therefore, the difficulty of finding a good test suite for it.

Over the obtained results, we performed a statistical hypothesis test whose null hypothesis was that a random test suite and a test suite obtained using our framework give similar results, that is, both kill a similar amount of mutants. We applied a one-way ANOVA test where we tested whether the results of both test suites are similar in average. Then, we computed the p-values for each method, obtaining the following results:

- **Real method:** p-value of 3.92 · 10^{-5} < 0.05.
- **Integer method:** p-value of 0.049 < 0.05.
- **Boolean method:** p-value of 2.77 · 10^{-7} < 0.05.

As it can be seen, in all cases the null hypothesis was rejected with a p-value lower than 0.05, thus allowing us to state that our framework gets different results than using a random test suite with a confidence higher than 0.95. In order to double-check our results, we also performed a t-test and obtained the same p-values. Therefore, we can claim with a high certainty that, statistically, our framework performs better than using a random test suite, in any scenario.

V. THREATS TO VALIDITY

In this section we briefly discuss some of the possible threats to the validity of the results of our experiments. Concerning threats to internal validity, which consider uncontrolled factors that might be responsible for the obtained results, the main threat is associated with the possible faults in the developed experiments because they could lead to misleading results. In order to reduce the impact of this threat we tested our code with carefully constructed examples for which we could manually check the results. In addition, we repeated the experiments many times in order to get a mean so that the randomisation impact is reduced.

The main threat to external validity, which concerns conditions that allow us to generalise our findings to other situations, is the different possible methods to which we could apply our framework. Such a threat cannot be entirely addressed since the population of possible tree-input methods is unknown and it is not possible to sample from this (unknown) population. In order to diminish this risk, we considered different methods during the development of the work, focusing on different parameters, but the results were very similar (that is the reason why in this paper we report only on the results of the experiments that modify the output range).

Finally, we considered threats to construct validity, which are related to the reality of our experiments, that is, whether our experiments reflect real-world situations or not. In our work, the main construct threat is what would happen if we use our framework with much more complex methods. Although this is a potential threat, we consider that it is minor because our methods fulfil the requisites that any method receiving a tree input should fulfil and, therefore, are as valid as any other method receiving trees as inputs.

VI. CONCLUSIONS

We have proposed a new framework to test methods that accept structured types as inputs. Our framework strongly relied on a classical testing technique, mutation testing, to evaluate the suitability of the obtained tests and in Evolutionary techniques, in particular in evolutionary computation, to produce the test sets. Specifically, we have used a novel variant of PSO to deal with trees as individuals of the population. With this new framework, new test suites can be generated for a given method without having to design an ad-hoc battery of tests, which is a difficult and time consuming task. The complexity of the problem confronted in this paper is associated with the inherent difficulty to analyse methods having as parameters structured elements instead of simple numeric values. In addition to present the new framework, in this paper we have reported some of our experiments. The goal of the experiments was to show that the test suites generated by using our framework were better, concerning their capabilities to kill mutants, than randomly generated test suites. We think that the results show that this is indeed the case.

This is only the first step of, what we expect to be, a long research line. We have already identified several directions for future work concerning applicability, scalability, suitability and adaptability of our framework. First, we plan to apply our framework to test methods with parameters belonging to different (structured and simple) types. Second, we would like to consider more complex methods and check whether our
technique scales well. We will consider classical algorithms manipulating tree-like data structures [31]. In this line, it will be important to use recent advances on mutation testing [5], [15], [18] to support our framework. Concerning suitability, we have two orthogonal lines of work. First, we would like to compare our PSO approach with other metaheuristics, specially Genetic Programming [30]. In addition, recent contributions dealing with the integration of Computational Intelligence and Complex Events Processing [11], [12] might be related to our work. Second, we would like to consider methods with existing test suites, produced by an expert, and compare the quality of the existing test suites and the ones produced by our framework. Finally, concerning adaptability, we would like to assess the usefulness of our methodology in other frameworks. In particular, we will consider more complicated testing frameworks where communications are asynchronous [21], [35], [36] and/or data can be distributed among different components [22], [23].
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